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Hysteresis studies in a noisy autoassociative neural network

Renuka Rai and Harjinder Singh*
Department of Chemistry, Panjab University, Chandigarh-160014, India

~Received 19 August 1999!

We define magnetization for a noisy autoassociative neural network driven by an external periodic field.
Numerical simulations are carried out to investigate the effect of drive amplitude and frequency and noise
strength on the area of the hysteresis loop. We observe that in the presence of weak periodic signal, the
network exhibits a maximum in the hysteresis loop area at a nonzero noise intensity indicating maximum
synchronization between the periodic signal and the response. It also goes through a maximum as a function of
signal frequency.

PACS number~s!: 87.10.1e, 05.40.2a, 05.45.2a, 75.60.Ej
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The role of noise and nonlinearity in periodically drive
multistable systems has been a subject of recent interes@1#.
A commonly observed nonequilibrium phenomenon is h
teresis which reflects how the system responds to the e
nal field sweep@2,3#. There have been many attempts
study the hysteresis phenomenon, both experimentally@4–6#
as well as theoretically and numerically@7–16#. It is often
modeled using a system of differential equations that disp
discontinuous bifurcations@7#. Rao et al. @9# have studied
hysteresis in (f2)2 and (f2)3 model and lattice spin sys
tems. They observed a power law dependence of the are
the hysteresis loop on the amplitude and frequency of
external field. Their results are consistent with the exp
mental studies on ferroelectrics@4# and charge density wave
@5#. Mahato and Shenoy@2# have explained hysteresis usin
a first-passage time formalism. They observed that the h
teresis loop area shows a stochastic resonance behavior
respect to the noise strength. Mahato and Jayannawar@11#
have used the master equation approach to obtain mag
zation and obtained similar results. Apart from these mod
theoretical studies of hysteresis have been performed on
eral other models. These include mean field calculation o
kinetic Ising model@12#, Monte Carlo simulations of spin-1

2

Ising model @9,10#, dissipative quantum systems@14#,
bistable maps@15#, and neural networks@16#.

In this Brief Report, we study hysteresis in a noisy auto
sociative neural network which has previously been sho
to be an accurate model of the bistable perceptual pro
involved in the interpretation of ambiguous figures@17#.
Studies of the perception of ambiguous figures is charac
ized by noisy bistable dynamics@18# and it has been estab
lished that noise can improve the performance of certain n
ral networks@19#. In the presence of a subthreshold period
drive, it has been shown by Riani and Simmonotto@20# that
the signal to noise ratio of the output goes through a ma
mum as a function of noise intensity, which is a signature
the phenomenon of stochastic resonance. In order to un
stand the kinetics aspects of the phenonmenon, i.e., how
system responds to the external periodic drive, we inve
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gate the hysteresis behavior of this network. The model c
sists of a network made of globally coupled binary neuro
with activation level 0 and 1. There are two groups of ne
ronsnX andnY , each of which is associated with one of th
two stable states. The two groups of neurons are mutu
exclusive, i.e., the excitation of one group must inhibit t
other group. The energy function for this network is

E52
1

2 (
i 51

N

(
j 51

N

SiWi j Sj , ~1!

where Si is the activation of thei th neuron andWi j is an
element of synaptic connection matrix. The connection m
trix is made up of four parts: two square blocks represent
the positive~excitatory! connections withinnX and nY and
two rectangular blocks representing the negative~inhibitory!
interconnections linking the two groups. We will mimic
symmetric bistable system using this model, so the conn
tions among the neurons within each group are taken to b
equal strength (m). The interconnections between the tw
groups are taken to be of negative strength (2r ) because it
is inhibitory. It has been shown that this value of energy c
be simplified to

E52
1

2
x~x21!m2

1

2
y~y21!m1xyr, ~2!

where the network hasx active neurons in the populationnX
andy active neurons in the populationnY .

The system evolves according to a modified hopfield
namical rule@21#. Initially the system is present in one of
randomly chosen state. An external perturbation is int
duced in the form of a small additive perturbation to t
energy

E52
1

2 (
i 51

N

(
j 51

N

SiWi j Sj1a~ t !S (
i PA

Si2(
i PB

Si D , ~3!

wherea(t) is an external sinusoidal drive with amplitudeA
and frequencyV and the summation is extended over all t
neurons in the populationsnX andnY . During alternate half
cycle, the field favors the activation of one population a
968 ©2000 The American Physical Society
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the inhibition of the other. Trajectories generated during o
half cycle then preferentially migrates toward one stable s
and toward the other state on alternate half cycles. Thus
possibility to realize one of the states is periodically mod
lated.

The network is asynchronously updated at each time
by changing the activation levels ofN0 randomly chosen
neurons. After each update, a new value of the energ
calculated, and the resulting state is either accepted o
jected according to the following rule: accept with probab
ity one if DE<0, accept with probabilityp5exp(2DE/
kBD) if DE>0, whereD is the temparature~or noise!. This
procedure is the Metropolis algorithm@22#. In this way the
effect of noise has been accounted for by the simulation

To begin with, att50, the system is present in a ra
domly chosen state, i.e.,nX0 neurons of kind X andnY0
neurons of kindY. For a givenA, V, andD, the trajectory
evolves according to the rules explained earlier and the r
dence time distributions~RTD!, r1(T) andr2(T) in well one
and two, respectively, have been obtained. Ift i denotes the
sequence of escape times, then the normalized distributio
quantitiesT( i )5t i2t i 21, represents the RTD@Fig. 1~a!#.
The escape events directly give escape field distributi
r12„a(t)… andr21(a(t)). The quantityr12„a(t)… is the distri-
bution of the field valuesa(t) at which the passage take
place from well 1 to well 2@Fig. 1~b!#. The distributions
r12„a(t)… andr21„a(t)… determine the evolution of the frac
tion of population in thei th well, mi(t), from the (t21)th
step as

mi~ t !5mi~ t21!2r i j „a~ t21!…mi~ t21!

1r j i „a~ t21!…mj~ t21!, ~4!

wherei 51,2; j 51,2 andiÞ j .
It is observed thatmi(t) is periodic, i.e.,mi(t)5mi(t

1T0), whereT0 is the time period of the drive. Therefore w
can considerm1 and m2 to be functions of field. We have
defined magnetization as the difference between the fract
of the population in the two wells, i.e.,

m~a!5m2~a!2m1~a!. ~5!

As shown in Fig. 1~c!, the plot ofm(a) vs a(t) is a closed
loop. This hysteresis loop has been obtained using es
field distributions which contain the information of all th
peaks in the RTD. When the RTD show sharp peakst
5(n21/2)T0 where n51,2,3, . . . @Fig. 1~a!#, the escape
field distribution will show one sharp peak ata52A @Fig.
1~b!#. Thus when there is maximum synchronization, we
a rectangular hysteresis loop with maximum area. Simila
when the passage takes place all over the period, there
continuous variation ofm(a), instead of a sudden jump. S
the hysteresis loop has a very small area. Thus hyste
loop area reflects the degree of synchronization of the p
sage across the barrier with the input signal. Instead of
culating the magnetization as the difference between
populations of the two wells, we use this procedure beca
it involves observing the system over many cycles of
drive. In contrast, in the other procedures which do not
volve the master equation approach, hysteresis loop is
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tained in one cycle and averaging is done on many cyc
just to remove the fluctuations.

We have carried out numerical simulations for vario
values ofv andD and obtained residence time distribution
escape time distributions, and magnetizationm(a). The de-
pendence of the hysteresis loop on noise strength and d
frequency is studied. In all our calculations we take the sa
values as used by Rianiet al. in Ref. @20#, i.e., m50.02,
r 50.04, and the total number of neurons (nX1nY) are 40.

The hysteresis loop area is found to show a maximum
a function of noise strengthD ~Fig. 2!. Since the signal is

FIG. 1. ~a! The residence time distributionr1(T) in well one.
~b! The distributionr12(a) of the field valuea(t) at which the
passage from well 1 to 2 takes place.~c! The corresponding hyster
esis loopm(a) for A50.225 ~arbitrary units!, D50.4 ~scaled for
kB51.0), andV51/32 ~arbitrary units!.
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subthreshold, for very lowD the system may not switch t
the other well. But as the noise is increased, it aids the
tem to flip to the other well. This is most likely when th
signal is at its peak. For larger noise, since the flips can oc
almost all the time, the regularity is reduced. Therefore,
passage between the wells is most synchronized for s
optimum value ofD where the maximum in hysteresis loo
area is observed.

In Fig. 3 we show the frequency dependence of hyste
loop area. It goes through a maximum as a function of
drive frequency. For a very high frequency of the drive, a
approaches zero. A possible explanation for this observa
is given below.

As shown in Fig. 4~a!, for very low frequencies, most o
the jumps take place even before the external drive ha
peak value. Consequently, the escape time distribution sh
a peak beforet5T0/2 @Fig. 4~b!#. As we increase the fre
quency, the RTD spreads to many cycles, but most of
jumps take place when the barrier height is minimum. If t
particle fails to cross the barrier, then it has to wait for t
next cycle. Thus the peaks aroundt5(n21/2)T0/2 become
narrower@Fig. 4~a!# and we get a sharp peak atT0/2 in the
r12(a) vs t/T0 plot @Fig. 4~b!#. As a result, the hysteresi
loop area increases. If we still increase the frequency,

FIG. 2. Area of the hysteresis loop~arbitrary units! as a function
of noise intensityD ~scaled forkB51.0) for A50.25 ~arbitrary
units! for different frequencies~arbitrary units!.

FIG. 3. Area of the hysteresis loop~arbitrary units! as a function
of drive frequencyV ~arbitrary units! for A50.25 ~arbitrary units!.
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average number of cycles the particle takes to cross the
rier increases. Also the peaks become broader. This is
cause the particle takes some time to go from the metast
point to the other fixed point and by that timea(t) moves
away from 2A. Due to this ther12(a) peak becomes
broader@Fig. 4~b!# and its position is displaced fromT0/2.
This results in a decrease in the hysteresis loop area.

The variation of hysteresis loop area as a function of no
intensity is similar to that of signal to noise ratio vsD profile
@20# and indicates the occurrence of stochastic resona
Since the introduction of the phenomenon to explain the g
ciation cycle of earth@23#, stochastic resonance has be
employed in explaining various phenomena@24# and has
been studied extensively@25,26#. Recently, quantifiers othe
than signal to noise ratio, e.g., residence time distributi
signal amplitude, etc., have been proposed as charactre
of stochastic resonance. It has been shown that hyste
loop area is also an equally important quantifier@2,11,15#
and it reflects the degree of synchronization between the
put signal and the response. In this study also similar res
are obtained and we observe that the maximum in area o
hysteresis loop appears not only as a function of noise in
sity but also as a function of drive frequency. Thus, the s
chronization between the response and the input signal
be achieved by varying either drive frequency or no
strength.

In conclusion, we have studied the phenomenon of h
teresis in a noisy autoassociative neural network. It is in

FIG. 4. ~a! Residence time distributionr1(T) and ~b! escape
field distribution r12(a) as a function of scaled timet/T0 for A
50.25 ~arbitrary units! andD50.5 ~scaled forkB51.0).
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esting to observe that the dependence of hysteresis loo
noise strength and drive frequency is qualitatively similar
that obtained for a wide variety of systems such as cont
ous bistable systems@9,2,11#, bistable maps@15#, Ising sys-
tem @10#, etc. Thus, apart from stochastic resonance ot
features of noisy bistable dynamics can also be demonstr
in these systems. The study will be useful in understand
history dependent effects in a variety of systems, e.g., s
l-
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glasses@16,27#, that can be modeled by an autoassociat
neural network.
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